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The paper describes the procedure of adapting a coaxial high-precision germanium detec-
tor to a device with numerical calibration. The procedure includes the determination of
detector dimensions and establishing the corresponding model of the system. In order to
achieve a successful calibration of the system without the usage of standard sources,
Monte Carlo simulations were performed to determine its efficiency and pulse-height re-
sponse function. A detailed Monte Carlo model was developed using the MCNP-5.0
code. The obtained results have indicated that this method represents a valuable tool for
the quantitative uncertainty analysis of radiation spectrometers and gamma-ray detector
calibration, thus minimizing the need for the deployment of radioactive sources.
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INTRODUCTION

Nowadays, gamma-ray spectrometry has nu-
merous scientific and technological applications: ra-
dioactive waste disposal, characterization of land-
mines, geophysical and environmental studies [1-4],
etc. Therole of high-precision germanium (HPGe) de-
tectors in gamma-ray spectrometry is significant. Al-
most each of these applications calls for the detailed
knowledge of detector peak efficiency over the spe-
cific energy range and its response function (pulse
height distribution) [5]. One regular way to overcome
this problem is by measuring the detector response to
multi-nuclide standard sources that have well defined
energies and intensities of their gamma lines, within a
predefined geometrical configuration, comprising
both the shape and the position of the sample relative
to the detector. This approach has two major disadvan-
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tages: (a) the deployment of standard sources eventu-
ally increases the amount of radioactive waste and is
money consuming, and (b) in those cases where radio-
active samples to be characterized do not match prede-
fined geometrical configuration, the efficiency of de-
tection cannot be determined successfully.
State-of-the-art approach to deal with these dis-
advantages is to numerically calculate the efficiency
of the detector-sample system. At the present level of
computer technology this can be achieved with suffi-
cient accuracy, so it has been the focus of investigation
for a number of authors [6-14]. On the other hand,
many manufacturers deliver the detectors with the ad-
equate software packages, providing the possibility
for users to describe the actual shape of their samples
and to correct the measured activity accordingly.
These packages use data bases with results obtained by
well-known Monte Carlo simulation codes (e. g.
MCNP [15]) and may be utilized either in a laboratory
or in nuclear facility environment. The recognized ex-
amples of the above mentioned packages are the
LabSOCS (Laboratory Sourceless Calibration Soft-
ware) [16] and the ISOCS (In Situ Object Counting
System) [17]. However, the number of the available
sample shapes and positions is limited, and the correc-
tions for the inserted absorbers are based on approxi-
mations (build-up factors e. g.), which often could re-
sult in insufficient precision. In addition to this, the
application of these or similar packages assumes the
precise description of the detector system (geometry,
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material composition, efc.) which usually can be done
only by the manufacturer.

In this paper we describe the procedure used to
model our own coaxial HPGe for photon energies
ranging from 100 keV to 1.7 MeV, and further to ap-
ply it as an in situ object counting device. We use the
MNCP code both for the characterization and for the
calculation of detector efficiency.

DETECTOR MODELING

The specifications of the detector crystal physi-
cal dimensions and position, given by the manufac-
turer, are frequently insufficient. The simplified ge-
ometry of the detecting system, consisting of the
HPGe detector enclosed within an aluminum holder
and cryostat, is depicted in fig. 1.
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Figure 1. Layout of the HPGe detector system

To perform the proper characterization of the
system we employ a collimated '37Cs gamma source
withina small lead container with a circular bore of
1 mm in diameter, providing an almost parallel beam.
Having no possibility to determine the axial distance
between the holder and the cryostat, in our model
they are replaced with one aluminum cylinder, 70 mm
in radius and 200 mm in height, with 2.7 mm thick
walls. The surface of the Ge crystal represents a thin
tin (Sn) layer, depicted in fig. 2 as a circular disc be-
tween the aluminum holder and detector base. The
height (H) and diameter (D) of the Ge crystal were de-
termined by measuring the response to '3’Cs source
while moving it in the axial and radial direction, re-
spectively (see fig. 2).

The precision of this movement is better than
1 mm. The distribution of the detector response
with respect to the axial and radial position of the
source is given in figs. 3(a) and 3(b).

Based on our previous experience with scan-
ning the position of waste fuel elements [18], we
adopted H=40 mm and D = 50 mm, as determined by
FWHM of the detector response in fig. 3. The preci-
sion of the measurement allows the diameter of the
cylindrical hole (d) to be estimated approximately to
about 10 mm, being in good agreement with the man-
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Figure 2. Adopted geometrical configuration of the
detector system (not to scale); axial and radial movement
of a ¥'Cs collimated source is used for estimation of the
corresponding dimensions H and D
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Figure 3. Detector response to (a) axial and (b) radial
movement of *’Cs source; results are used to determine
the values of H and D as defined in fig. 2

ufacturer’s data ranging from 8 to 12 mm. For
simulation purposes we adopted d = 12 mm. The
measurements also indicate (fig. 3b) that the detector
is not coaxial with the cryostat. The shift between
their axes is assessed to be 10 mm.
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The thicknesses of the detector base (%) and the
superficial tin layer (/) could not be estimated experi-
mentally. In order to determine these parameters, the
series of Monte Carlo simulations were performed.
The values of # and / were varied until good agreement
with the measurements of several standard sources
was achieved, resulting in the following adopted val-
ues: ~=10mm, /=0.27 mm. In order to adapt our de-
tector for in situ measurements we have equipped it
with an appropriate, 50 mm thick leaden cylindrical
shield and a collimator, as presented on the photograph
below (fig. 4).

Figure 4. Photograph of the mobile coaxial Ge detector

The heights of the shield and collimator are
200 mm and 78 mm, respectively. They have com-
mon diameter equal to 170 mm, while their inner
diameters are 70 mm and 50 mm, respectively. Two
additional collimators for different geometrical
configurations are also available. The shield and
collimators serve both for decreasing the back-
ground radiation and defining the geometrical con-
ditions of the measurement.

MODEL VERIFICATION

The main criterion for verification of our model
was the degree of agreement with the results obtained
by the measurement of the standard source activities.
The corresponding calculated detector efficiencies
were obtained by extensive Monte Carlo simulations,
using the MCNP-5.0 code.

As a first check of the consistency of our model
we calculate the efficiency of the detector system and
compare it to the measured one. The efficiency mea-
surements were performed with standard sources
based on *Mn, 3’Co, Co, 9Zn, '3*Ba, and 3Cs
radionuclides. The MCNP geometry model of the ex-
perimental setup is presented in fig. 5. The absorbed

energy in the detector was modeled using the standard
MCNP FS8 tally. The corresponding results are shown
in fig. 6.

Lead collimator

Lead collimator

Figure 5. Schematic presentation of the horizontal
cross-section in MCNP geometry, used to model the
standard calibration sources
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Figure 6. Comparison of the calculated with the
measured Ge detector efficiency

The agreement between the calculated and mea-
sured efficiency within the full energy range is better
than 5%, while for the gamma ray energy £ > 1 MeV
the differences are even smaller (less than 1.6%).

In addition to this, as a second check of the con-
sistency of our model, the energy spectra of '37Cs,
133Ba, 37Co, and *°Co standard sources were measured
and calculated.

In order to model the gamma line broadening in
the process of its detection in Ge detector as realisti-
cally as possible, we measured the dependence of the
line width AE at half maximal level (FWHM) at the
gamma ray energy E. These results are shown in fig. 7.
The AE vs. E dependence in the MCNP simulations is
adopted to be of the form AE=a + b(E + cE?)"?, which
presents an improvement compared to our previous
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Figure 7. Measured and fitted dependence of the line
width AE at half maximum (FWHM) for gamma ray
energy E

model [19]. Least square fit through the measured
points gives the following values for the fitting param-
eters: a = 1.249735-1073, b = 4.454468-10*, and c =
= 1.465648.

The obtained energy spectra of '33Ba, '¥7Cs,
37Co, and *°Co are given in figs. 8, 9, 10, and 11, re-
spectively. The comparison between the calculated
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Figure 8. Comparison of measured and calculated
energy spectra of **Ba source
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Figure 9. Comparison of measured and calculated
energy spectra of *'Cs (*""Ba) source
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Figure 10. Comparison of measured and calculated
energy spectra of >'Co source
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Figure 11. Comparison of measured and calculated
energy spectra of ’Co source

and measured results show that maximal relative dif-
ferences in the energy range from 0.1 MeV to 1.7 MeV
lie between —3% and +3%, while in the peaks they are
below 0.3%. In order to achieve this level of uncer-
tainty 2-10° histories were simulated.

APPLICATION OF THE HPGe
DETECTOR AS SOURCELESS
CALIBRATION DEVICE

After the successful verification of the model us-
ing multi-nuclide standard sources, the testing was ex-
tended to realistic radioactive objects with complex
geometry and unknown activity. The described MCNP
geometry model was used for the calibration of the co-
axial Ge detector for activity measurements of small
bottle-shaped samples with water taken from reactor
pools or stainless steel containers filled with the RA re-
actor spent fuel elements [20]. Due to different spe-
cific activities of the samples, each one was measured
at various distances from the detector base, far enough
to preserve the detector dead time less than 1%. The
identification of the radionuclides present in the sam-
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ple was achieved by identifying their characteristic
gamma peaks in the measured energy spectrum. These
data were used for modeling the gamma source of the
sample in Monte Carlo simulations.

The MCNP geometry of the coaxial Ge detector
used to model the response of water samples is pre-
sented in fig. 12. The calculated detector efficiency for
two identified nuclides ('3’Cs and ®°Co) in the samples
at the given distance from the detector depending on
the water weight in the sample is shown in fig. 13.
Based on these calculations, the efficiencies for six
water samples were determined and the corresponding
activities were calculated. As the referent results for
comparison we use the measurements of the sample
activities performed by the referent Extended Range
Ge detector GX5020 calibrated with the ISOCS Cali-
bration Software. The data given in tab. 1 demonstrate
good agreement between the referent and our results.

Figure 12. The MCNP geometry of germanium detector
used to model the response of the water bottle (vertical
cross-section)
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Figure 13. Efficiency of coaxial Ge detector given as
function of water weight in the sample, placed from
the detector base at 10.9 cm

Table 1. Results of measured and calculated water
specific activity in the samples

Activity [Bq/ml]
Sample taken from
P Reziferent Ge Our results
etector

Pool 1 114.8 £4.7% 116.3 £3%
Pool 2 115.0 £4.7% 118.7 £ 3%
Pool 3 112.5+4.6% 118.8 £ 3%
Pool 4 115.1 £4.7% 121.2 £3%
Channel in room 141 114.0 +4.7% 119.1 3%
Channel in reactor hall 126.5 +5.1% 119.5 + 3%

The differences are within the statistical uncer-
tainty indicating that the characterization of our detec-
tor and its numerical calibration by the MCNP code
were carried out in a correct way.

The MCNP-5.0 simulations in this case, using
2-10° histories per run, were carried out at the Linux
cluster of California University at Berkeley.

CONCLUSIONS

In accordance to the contemporary tendencies to
calibrate detectors without the usage of radioactive
sources, we have described a procedure for achieving
this goal in the case of a coaxial (HPGe) detector. The
modeling of the detector, being the initial step of the
procedure, assumes the estimation of the detector di-
mensions, which was preformed by scanning the sys-
tem with '37Cs gamma source. It should be noted that
this approach allows the dimensions to be assessed
only to a certain degree of precision, which was further
improved by their variations in Monte Carlo simula-
tions.

Calibration of the detector was performed by
MCNP-5.0 code. Numerically calculated efficiencies
for the set of multi-nuclide standard sources were ob-
tained and the results compared with the measure-
ments. The differences were less than 5% within the
full energy range from 0.1 MeV to 1.7 MeV and even
smaller if we restrict to the energies higher than 1 MeV.
Moreover, the calculations of the standard source en-
ergy spectra were performed. This type of calculations
is considered to be far more demanding with respect to
achieving acceptable statistical uncertainties in every
single energy channel. Even in this case the calcula-
tions showed only £3% discrepancies to the measured
ones within the full energy range, while below the
peaks it was only 0.3%.

The next step in our extensive checking of the
adopted detector model was the calculation of the de-
tector response to radiation from radioactive samples
with unknown activities and non-standard shapes and
positions. In all the cases the simulated results have
shown excellent agreement with the measurements,
confirming that the procedure of sourceless calibra-



56

Nuclear Technology & Radiation Protection —2/2008

tion was correctly preformed and that the detector may
be successfully applied for in situ measurements.

Comparing the suggested procedure to the sys-
tems equipped with LabSOCS and/or ISOCS software,
one can find it advantageous with respect to the range of
shapes and positions that can be treated. This advantage
comes from the superiority of the MCNP-5.0 code. On
the other hand, the simulations of complex geometrical
configurations with the MCNP-5.0 code with statistical
uncertainties below few percents very often take sev-
eral days of CPU time, thus making the usage of com-
puter cluster unavoidable.
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Munmujana CTE/bUhR, Muoppar MUJIOMIEBUR, Ilerap BEJIMYEB

MOJE/IOBAILE TEPMAHNJYMCKOI JETEKTOPA U IbETOBA
KA/IMBPAIIMJA BE3 INPUMEHE MU3BOPA

Y pany je onucaHa npoueaypa ajjanTanyje KOaKCujalHOT FepPMaHHjyMCKOT I€TEKTOpa BUCOKE
npenm3aoctr (HPGe) y HampaBy Koja ce HymMepnuky Kanmubpuie. [Ipounenypa ykibydyje onpebuBame
IUMEH3Uje JETEeKTOpa U YCIOCTaBIbakhe OfiroBapajyher monena cucrema. [la 61 ce MOCTUTNIA yCIEIIHA
kanubpanuja cucteMa 6e3 Kopulltherwa cTaHAapAHAX U3BOpa U3BeieHe cy MonTe Kapno cumynanuje pagu
onpebuBama epukacuocTu u pynkumje oa3usa. [leraman Monte Kapio Mmofen pa3BujeH je KopunrhemeM
MCNP-5.0 kopa. M3BpmieHa aHamm3a je TOKasalla Ia OBaj METOJ TpeACTaB/hba KOPUCTAH ajaT 3a
KBaHTUTATUBHY IPOIICHY HeoipeheHOCTH paijallnoHuX CIIEKTpOMeTapa U Kanuopanujy IeTeKTopa rama
3pauera, MUHIMaIN3yjyhu Tako noTpedy 3a IPUMEHOM PaguOaKTUBHIX U3BOPA.

Kwyune peuu: cilexiipomeitipuja zama 3paierbd, MOOeA0B8Abe 2EPMAHUJYMCKOZ OellleKinopa,
Hymepuuka kaaubpayuja, Monitie Kap.ao meitiooa




