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We present the results of a test usage of multivariate methods, as developed for data analysis in
high-energy physics and implemented in the toolkit for multivariate analysis software pack-
age, in our analysis of the dependence of the variation of indoor radon concentration on cli-
mate variables. The method enables the investigation of the connections of the wide spectrum
of climate variables with radon concentrations. We find that multivariate classification and re-
gression methods work well, giving new information and indications, which may be helpful in
further research of the variation of radon concentration in indoor spaces. The method may
also lead to considerable prediction power of the variations of indoor radon concentrations
based on the knowledge of climate variables only.
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INTRODUCTION

Radon is a unique natural element since it is a
gas, noble and radioactive in all of its isotopes. As no-
ble gases, radon isotopes are mobile and can travel sig-
nificant distances within the ground and through the
atmosphere. Being radioactive, radon makes for about
55% of the annual effective dose received by average
non-professional. Indoor radon concentrations vary
significantly due to a large number of factors, which
include the local geology, soil permeability, building
materials and lifestyle characteristics, climate parame-
ters and the exchange rate between indoor and outdoor
air. Since both the climate parameters and air exchange
rates may significantly vary during a day, it is impor-
tant to investigate their correlation with short-term
variations of indoor radon concentrations. In the past
somewhat unusual climate parameters, such as wind
speed and cloud cover, were occasionally considered,
using a multivariate method [1-3]. We start this analy-
sis with the maximum of 18 climate parameters and
use and compare 12 different multivariate methods.

Variations of radon concentration were studied
in our laboratory [4] in many details since 1999 [5-8].
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Several climate variables, like air temperature, pres-
sure, and humidity were considered [8, 9]. We now
make further advance and try to use all publicly avail-
able climate variables monitored by, in our case,
nearby automatic meteorological station (Automatic
Meteorological Station Belgrade-south, Banjica-Tro-
Sarina, 44°45'16"N, 20°29'21"E). We want to find the
appropriate method out of the wide spectrum of
multivariate analysis methods that are developed for
the analysis of data from high-energy physics experi-
ments to analyze our measurements of variations of ra-
don concentrations in indoor spaces.

FORMULATION OF THE PROBLEM

The demand for detailed analyses of large
amount of data in high-energy physics resulted in wide
and intense development and usage of multivariate
methods. Many of multivariate methods and algo-
rithms for classification and regression are already in-
tegrated into the analysis framework ROOT [10],
more specifically, into the toolkit for multivariate anal-
ysis (TMVA) [11]. We use these multivariate methods
to create, test and apply all available classifiers and re-
gression methods implemented in the TMVA in order
to find the method that would be the most appropriate
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and yield maximum information on the dependence of
indoor radon concentrations on the multitude of cli-
mate variables.

The first step is to calculate and rank the correla-
tion coefficients between all the variables involved,
what will help in setting up and testing the framework
for running the various multivariate methods con-
tained in the TMVA. Although these correlation rank-
ings will later be superseded by method-specific vari-
able rankings, they are useful at the beginning of the
analysis.

The next step is to use and compare the
multivariate methods in order to find out which one is
best suited for classification (division) of radon con-
centrations into what would be considered acceptable
and what would be considered increased concentra-
tion in indoor spaces. Main aim is to find out which
method can, if any, on the basis of input climate vari-
ables only, give an output that would satisfactorily
close match the observed variations of radon concen-
trations. This would enable the creation of the “radon
alarm” using only the multivariate classification of the
now widely available records of climate variables. To-
wards this aim, this work should be considered a pre-
liminary one, for the number of specific cases that
should be studied in this way should be much larger, to
comprise the multitude of possible representative situ-
ations that occur in real life.

In order to be able to use the multivariate classi-
fication, the set of input events (values for climate
variables for each measurement) used, have to be split
into those that correspond to the signal (the radon con-
centrations that are considered increased) and to the
background (consisting of radon concentrations that
are declared acceptable). This splitting of the set of in-
put events is for the purposes of this preliminary analy-
sis performed at the limiting value of 40 Bq/m?>. This
value is used for most of the analyses, and is selected
because this splitting ensures maximum employment
of multivariate comparison methods, and this particu-
lar value reflects the fact that in our test case the statis-
tics on higher radon concentration values are lower.
For the purposes of setting of a sort of a “radon alarm”,
the value of radon concentration that should be used
for splitting of input events is the value for radon con-
centration recommended by World health organiza-
tion of 100 Bq/m>. The method of multivariate regres-
sion, however, does not require preliminary splitting
of input events, and is therefore a more general one.

EXPERIMENTAL DATA

There are many methods available for measure-
ment of radon concentrations in air. According to the
integrating measurement time, these may be divided
into the long-term and short-term ones. The first are
mostly performed with passive integrating measuring

devices based on nuclear track detectors, which are
due to their low cost, simplicity, and wide availability
well suited for simultaneous collection of data from a
large number of measurement points and are thus used
in large radon mapping projects. The second group
comprises the methods that are performed with more
complex and more expensive passive or active (with
pumped air sampling) devices. For the short-term
measurements of radon concentration in a single-fam-
ily dwelling house in Belgrade, Serbia, we use the
SN1029 radon monitor (manufactured by the Sun Nu-
clear Corporation, NRSB approval-code 31822). The
device consists of two diffused junction photodiodes
as a radon detector, and is furnished with sensors for
temperature, barometric pressure and relative humid-
ity. The user can set the measurement intervals from 30
minutes to 24 hours. It was set to record simulta-
neously the radon concentration, temperature, atmo-
spheric pressure and relative humidity.

The selected house to measure the temporal vari-
ations of radon concentration is a typical one-family
detached dwelling house built with standard construc-
tion materials such as brick, concrete, and mortar. The
house is thermally insulated with Styrofoam. During
the period of measurements (summer), the house was
naturally ventilated and air conditioning was used dur-
ing the hottest days. The indoor radon measurements
were performed in the living room, where family
spends anything from 16 up to 24 hours during the
working days of the week. Radon monitor was mea-
suring radon concentration, temperature, pressure,
and humidity at 2 hour intervals, starting from the 3™
of June till the 3" of July and from the 18™ of July till
the 11" of August 2013.

The values of climate variables, which will be
correlated with radon monitor results, are obtained
from a modern automatic meteorological station lo-
cated some 400 m (GPS coordinates) away from the
house where the radon monitor was placed. The wide
set of climate variables were used, for the measure-
ments of which were performed at 5 minute intervals
during June, July, and August 2013. The fifteen cli-
mate parameters used are: outdoor air temperature,
pressure and humidity, solar irradiance, wind speed at
the height of 10 m above the ground, precipitation,
evaporation, and underground temperature and hu-
midity at the depths of 10-30 and 50 cm.

The second site used for the tests is our own
ground level laboratory [1], which is air-conditioned
and only rarely accessed, thus having much more sta-
ble indoor conditions than the dwelling house de-
scribed. The measurements were performed during
September and October 2012. Measurements of cli-
mate parameters that will be combined with radon
measurements in this case come from the different,
and somewhat older automatic metrological station,
located about 4 km from the laboratory where the ra-
don monitor was taking data.
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MULTIVARIATE METHODS

The TMVA provides a ROOT-integrated environ-
ment for the processing, parallel evaluation and appli-
cation of multivariate classification and multivariate re-
gression methods. All multivariate methods in TMVA
belong to the family of “supervised learning” algo-
rithms. They make use of training events, for which the
desired output is known, to determine the mapping
function that either describes a decision boundary (clas-
sification) or an approximation of the underlying func-
tional behavior defining the target value (regression).
All MVA methods see the same training and test data.
The correlation coefficients of the input variables are
calculated and displayed, and a preliminary ranking is
derived (which is later superseded by method-specific
variable rankings). For standalone use of the trained
classifiers, TMVA also generates lightweight C++ re-
sponse classes that do not depend on TMVA or ROOT,
neither on any other external library. As will be demon-
strated, the two most important multivariate methods
for our purposes are the boosted decision trees (BDT)
and the artificial neural networks (ANN) methods.

Boosted decision trees

BDT has been successfully used in high energy
physics analysis for example by the MiniBooNE ex-
periment [12]. In BDT, the selection is done on a ma-
jority vote on the result of several decision trees. Deci-
sion tree consists of successive decision nodes, which
are used to categorize the events in sample as either
signal or background. Each node uses only a single
discriminating variable to decide if the event is sig-
nal-like “goes right” or background-like “goes left”.
This forms a tree like structure with “baskets” at the
end (leave nodes), and an event is classified as either
signal or background according to whether the basket
where it ends up has been classified as signal or back-
ground during the training. Typically, BDT is con-
structed of a forest of such decision trees. The (final)
classification for an event is based on a majority vote
of the classifications done by each tree in the forest.
However, the advantage of the straightforward inter-
pretation of the decision tree is lost. In many academic
examples with more complex correlations or real life
examples, the BDT often outperform the other tech-
niques. More detailed information about training can
be found in [11].

Artificial neural networks

An artificial neural network (ANN) [13] is most
generally speaking any simulated collection of inter-
connected neurons, with each neuron producing a cer-
tain response at a given set of input signals. By apply-

ing an external signal to some (input) neurons the net-
work is put into a defined state that can be measured
from the response of one or several (output) neurons.

ANN in TMVA belong to the class of multilayer
perceptrons (MLP), which are feed-forward neural
networks. The input layer contains as many neurons as
input variables used in the MVA. The output layer con-
tains a single neuron for the signal weight. In between
the input and output layers are a variable number of &
hidden layers with arbitrary numbers of neurons.

All neuron inputs to a layer are linear combina-
tions of the neuron output of the previous layer. The
transfer from input to output within a neuron is per-
formed by means of an “activation function”. In gen-
eral, the activation function of a neuron can be zero
(deactivated), one (linear), or non-linear. The ANN
used for our purposes uses a sigmoid activation func-
tion. The transfer function of the output layer is usu-
ally linear.

RESULTS

We comment on the results of our analyses di-
vided into cases that differ by the size of the set of cli-
mate parameters used, by the indoor space studied, and
by the methods of analysis used.

First, we intercompare the multivariate methods
used for classification of radon concentrations by us-
ing the full set of climate variables as described in pre-
vious sections.

We are using the input events (set of climate vari-
ables for each measurement) to train, test and evaluate
the 12 multivariate methods implemented in TMVA.
The graph presenting the receiver operating character-
istic (ROC) for each multivariate method (fig. 1) may
be considered as the most indicative in comparing the
different methods used for classification of radon con-
centrations using climate variables. On this graph one
can read the dependence of background rejection on
signal efficiency. The best method is the one that holds
maximum value of background rejection for highest
signal efficiency, i. e. the best method has ROC curve
closest to the upper right corner on the graph presented
in fig. 1. It turns out that the method best suited for our
purpose is the BDT method. This means that BDT
gives most efficient classification of input events. This
is seen in fig. 2, which shows the distribution of BDT
classification method outputs for input signal and
background events. The second best method is the im-
plementation of ANN MLP.

In fig. 3, one can see the values of signal and
background efficiency and significance. Significance,
calculated as

N (signal)
/N (signal )+ N (background )
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Figure 1. ROC for all multivariate methods used for classification of radon concentration using climate variables
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Figure 3. Cut efficiency and optimal cut value of BDT
classification MVA method

can be used as the value for comparison of various
multivariate methods, and also for comparison of
method efficiencies for different sets of input vari-
ables. The significance of the BDT method with full
set of input climate variables turns out to be 30.6.
Ranking of the BDT input variables (tab. 1.) is derived
by counting how often the variables are used to split
decision tree nodes, and by weighting each split occur-
rence by the separation it has achieved and by the num-

ber of events in the node. As seen from tab. 1, tempera-
ture of the soil at the depth of 10 cm appears to be by far
the most important variable.

Now we compare the multivariate methods for
classification of radon concentration by using the min-
imum set of climate variables that would give similar
results as when using the full set. While searching for
the best multivariate method for radon classification
indoors in this situation, we found that the BDT
method again gives the best result, with the signifi-
cance 0f 29.6 as compared to 30.6, when all the avail-
able climate variables for training and testing of
multivariate methods are used. The climate variables
chosen for training and testing in this case were: out-
door air temperature, humidity and pressure, outdoor
soil temperature at the depth of 10 c¢m, differences of

Table 1. Ranking of BDT input variables

Variable Variable importance
Temperature of soil at depth of 10 cm 1.37¢-01"
Outside air temperature 7.40e-02
Evaporation 7.16e-02
Outside air pressure 7.16e-02
P (outside) — P (radon monitor) 6.51e-02
Outside air humidity 6.40e-02
H (outside) — H (radon monitor) 6.12¢-02
T (outside) — T (radon monitor) 5.79¢e-02
Humidity of soil at depth of 10 cm 5.74e-02
Solar irradiance 5.16e-02
Temperature of soil at depth of 20 cm 4.99¢-02
Temperature of soil at depth of 50 cm 4.68e-02
Temperature of soil at depth of 30 cm 4.46e-02
Humidity of soil at depth of 20 cm 4.31e-02
Wind speed at height of 10 m 3.87e-02
Humidity of soil at depth of 30 cm 3.41e-02
Humidity of soil at depth of 50 cm 3.13e-02
Precipitation 0.00e+00

“1.37¢-01 read as 1.37-10"!
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outdoor and indoors temperature, and the indoors hu-
midity and pressure. One important caveat is in place
here. It concerns the possibility that the two sets of in-
struments (for indoor and outdoor measurements) are
not identically calibrated, what may especially be the
case when two different groups or institutions conduct
the indoor and outdoor measurements. It is estimated
that these instrumental effects do not influence signifi-
cantly the results of this study. In the case of calibra-
tion of MVA classification method, we need radon
monitor apparatus indoors and apparatus for P, H, and
T measurements outdoors and an apparatus for mea-
surement of the outdoor soil temperature with the sen-
sor positioned at the soil depth of 10 cm. While aiming
at setting a “radon alarm” in this case, we thus have to
have two apparatuses for P, H, and T measurements,
indoor and outdoor, and an apparatus for measurement
of outdoor soil temperature with the sensor positioned
at the depth of 10 cm.

Next we compare the uses of multivariate meth-
ods for classification of radon concentration indoors
when using the simplest possible set of climate vari-
ables. The climate variables used for training and test-
ing were: outdoor air temperature, pressure and hu-
midity, and differences of outdoor and indoor
temperature, pressure and humidity. That means that
we need to have two devices for measurement and re-
cording of temperature, pressure and humidity, both
indoors and outdoors at the same time. For calibration
and testing of multivariate methods, in case of using
this set of climate variables we would need one radon
monitor indoors, and an apparatus for measurement of
P, H, and T outdoors. For the purpose of seting the ra-
don alarm, we would need to have two apparatuses for
P, H, and T measurement. The best multivariate
method for radon classification indoors in this case is
also BDT method. The resulting significance is 28.2 as
compared to 30.6 what we get when using the full set
of available climate variables for training and testing
of multivariate methods. This testifies that when we
drop out many climate parameters in this case of analy-
sis the resulting significance decreases notably, but
still leaving M VA classification work good.

We also compared the multivariate methods for
classification of radon concentration using the sim-
plest set of climate variables in our Ground level labo-
ratory, which is, as said, an air-conditioned and only
seldom accessed space. The climate data are provided
by the 4 km away and somewhat older automatic mete-
orological station. The methods are still found to work
satisfactorily — the resulting significance of the BDT
method now being 27.6 as compared to 28.2, obtained
with the simplest set of variables in the case of the ac-
tively inhabited dwelling. The climate variables, re-
quirements for training and testing are the same as in
the previous case.

We also tested the simple set of only outdoor
measured climate variables consisting of the outdoor

air temperature, pressure and humidity, and the out-
door soil temperature at the depth of 10 cm. This
means that the devices for measurement and recording
of outdoor temperature, pressure and humidity as well
as the device for measurement and recording of the
outdoor soil temperature at depth of 10 cm are re-
quired. The resulting significance is now 27.2 as com-
pared to 30.6 when using the full set of available cli-
mate variables, and 28.19 when using the two
apparatuses for P, H, and T measurements.

Comparison of multivariate methods for
classification of radon concentration indoors

The difference between this case and the previ-
ous one with the full set of climate variables is that in-
put events are now split at the value of radon concen-
tration of 100 Bg/m?, which is the recommended
limiting value between the acceptable and increased
radon concentration by the World Health Organization
(WHO). Previous method had a cut on the value of
40 Bg/m?, which was found to insure maximum em-
ployment of multivariate classifications. This particu-
lar value reflects the fact that the statistics on higher ra-
don concentrations are getting progressively lower. In
tab. 2, we present the significance and the signal and
background efficiency for several best multivariate
classifier methods. Again, the BDT (and BDT
decorrelated) multivariate method shows the best per-
formance in classifying the events into the categories
of increased and acceptable concentrations.

Figure 4 shows the distribution of BDT classifi-
cation method outputs for input signal and background
events. These figures again demonstrate that classifi-
cation methods work well i. e., that the separation of
signal and background works very good. Also, the sig-
nificance value for BDT is higher for higher cut values
for splitting of input events. Interestingly, it appears
that other multivariate methods also give better results
under these new conditions.

Regression methods

Regression is the approximation of the underly-
ing functional behavior defining the target value. We
tried to find the best regression method that will give

Table 2. Significance, signal, and background efficiency
for several best multivariate classifier methods in the
case of imposed limiting value of 100 Bg/m’

Classifier S/sqrt(S + B) EffSig EffBkg
BDT 31.1 0.97 0.01
BDTD 30.9 0.98 0.03

MLPBNN 30.6 0.95 0.02
MLP 30.0 0.93 0.04
SVM 29.6 0.93 0.05
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output values (predicted radon concentration) closest
to the actual radon concentration that corresponds to
specific input climate variables. The best multivariate
regression method is found to be BDT, and the second
one is MLP, same as in case of multivariate classifiers.
Figure 5 presents the distribution of radon concentra-
tions and outputs from the BDT multivariate method
from regression of radon concentration using all cli-
mate variables.

To best way to estimate the quality of the method
is to look at the differences between the output values
from BDT multivariate regression method and the val-
ues of measured radon concentrations (fig. 6). The fig-
ure indicates the satisfactory predictive power of
multivariate regression methods as applied for predic-
tion of variations of indoor radon concentrations
based on the full set.

CONCLUSIONS

The first test of multivariate methods developed
for data analysis in high-energy physics and imple-
mented in the TMVA software package applied to the
analysis of the dependence of indoor radon concentra-

Radon, ¢g;ession-RaA0ON;,

tlllllIIIIIIIII|IIIIIIIIIIIII]

1 1 1
300 400 500
Radon concentration [Bqm®]

Figure 6. Difference of outputs from BDT multivariate
regression method and radon concentrations, vs.
radon concentration

tion variations on climate variables demonstrated the
potential usefulness of these methods. It appears that
the method can be used with sufficient reliability for
prediction of the increase of indoor radon concentra-
tions above some prescribed value on the basis of
monitored set of climate variables only. Surprisingly,
this set of climate variables does not have to include
too many of those which are nowadays widely avail-
able. To confirm these promising preliminary findings
more case studies of similar character are required.
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Huvurpuje M. MAJITIETUh, Baapumup K. YITOBUYNR, Panomup M. BAIbAHALI,
Hejan P. JOKOBWH, Anekcanpap JI. IPAT'Th, Hukona 5. BECEJIMHOBUWh,
Jenena 3. PUTUITIOBU R

NOPEBEBE MYITUBAPUJAHTHUX METOJA NPU KJACUOUKALININ U
PETPECHIU PE3YJITATA MEPEIBA PAJTOHA Y 3ATBOPEHUM ITPOCTOPUJAMA

IIpencraBmbamo pesynraTe TecTUpama Kopuirthemha MyJITUBAPHjaHTHUX METO/IA, Pa3BUjCHUX 3a
aHanMM3y TofiaTaka y (PU3WOM BUCOKWX CHEPruja W WMINIEMEHTHPAHUX Yy MPOrPaMCKOM MaKeTy 3a
MYJITHABapHUjaHTHY aHATM3y — y HaIlleM NpoydyaBamy 3aBUCHOCTH Bapujaldja KOHIEHTpaldje pafioHa y
3aTBOPEHMM MpOCTOpHjaMa ¥ KJIMMATCKUX Bapujabmu. MynTuBapujaHTHH MeTOAM OMOryhaBajy
UCIATHBAE MOBE3aHOCTH IMIMPOKOT CIEKTpa KIMMATCKUX Bapujalin U KOHICHTpalUje pajoHa, U OHfla
kaga Meby mwmMa Hema 3HauajHMX Kopenanuja. [lokazamm cMO [a MYyJITHBAapWjaHTHH METOAM 3a
KiacuguKanmjy u perpecujy paje fo6po, fajyhu kao pe3yaraTt HoBe WH(poOpMalije 1 HHANKaINWje Koje 6u
Morje OWTH KOpUCHE Yy QajbeM H3ydyaBamky BapHjaldja KOHICHTpAalHWje pajgoHa y 3aTBOPCHHUM
npocropujama. Kopunrhewmem oBux metonia, mohu he fia ce mobe o penatuBHo 06pe Mohu npefiBubama
KOHIIEHTpaIja pajjoHa, Kopucrehn camo mopaTke KIMMaTCKAX Bapujadiu.

Kmwyune pequ: padoH, MyaAiiusapujaritina aHaausd, KAUMAICKuy iapameriap



