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A condenser control system of a nuclear power plant consists of a pressure control system, a
condensate water sub-cooling degree control system and a water level control system. The ex-
isting control optimization methods can hardly take into account all the performance indices
of the three control systems at the same time. To solve this problem, this paper presents a con-
trol optimization method based on a multi-objective optimization algorithm. This method
takes control parameters as optimization objects, and takes the performance of step response
as optimization objectives. The multi-objective particle swarm optimization algorithm based
on Pareto dominance concept is used to solve the optimization problem. This enables obtain-
ing of high-quality control parameters. Simulation results confirm the feasibility and effec-
tiveness of this control optimization method.
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INTRODUCTION

As the most important cooling source in a sec-
ondary circuit, a condenser plays an irreplaceable role
in the process of energy conversion and mass circula-
tion in a nuclear power plant. The quality of the con-
denser control system directly affects the response
speed and stability of the device[1], so it needs to meet
higher control requirements. The condenser itself has
complex characteristics such as strong coupling, dras-
tic phase change, multi-input, and multi-output. These
characteristics cause difficulties in the control process
of a condenser. At present, most condenser control
systems of nuclear power plants adopt the propor-
tional integral (PI) control method. In order to improve
the quality of a condenser control system, it is neces-
sary to optimize the parameters of PI controller.

The condenser control system of a nuclear
power plant is composed of the following three sub-
systems: a pressure control system, a condensate water
sub-cooling degree control system, and a water level
control system. There are complex coupling relations
among controlled objects of the above three control
systems. The traditional optimization method is to op-
timize a single control system one by one after decoup-
ling. But the optimization of one control system may
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affect the quality of other control systems. In order to
simultaneously take into account the performance in-
dices of the three control systems, the optimization
problem of the coupled control systems can be re-
garded as a multi-objective optimization problem. A
multi-objective optimization algorithm can then be
used to solve the multi-objective optimization prob-
lem and the limitations of separate optimizations after
decoupling can in this way be avoided.

Considering the rapidity and stability of the three
control systems, in this paper the time-domain perfor-
mance index, ISTE, based on error integral is taken as
the optimization objective. The optimization design
methods of a nuclear power system include Monte
Carlo method [2], neural network method [3], and in-
telligent optimization algorithm [4]. An intelligent op-
timization algorithm named multi-objective particle
swarm optimization (MOPSO) [5] based on Pareto
dominance concept is adopted to optimize the control
parameters, thus a good control quality of the control
system can be obtained.

MODELING OF ANUCLEAR
POWER PLANT CONDENSER

The RELAPS program is a transient simulation
program commonly used in nuclear power plant mod-
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eling [6, 7]. The nuclear power plant condenser
model established by RELAPS program can be reli-
able [8]. The modeling of a condenser by RELAPS
program consists of three steps: model nodes parti-
tion, boundaries setting, and input cards compiling.

Model nodes partition

The nodes partition method of control simula-

tion model needs to consider the following three im-

portant factors:

—  First, the nodes partition of the model should cor-
rectly reflect the basic structure.

— Second, the relevant parts of control quantities
(such as parts of measuring points) should be di-
vided into separate nodes to ensure the accuracy
of control simulation.

— Third, for a two-phase flow model, the parts
where the phase changes should be divided into
relatively detailed nodes to ensure accuracy.

According to those three factors, the condenser

model is divided into shell side and tube side, and the
shell side is divided into steam zone and water zone.
Condensate flow of the tube side runs through the
steam zone to condense steam. The bubble deaerator
is connected to the bottom of the water zone. The wa-
ter supply tank and drain tank connect to the water
zone. The circulating water pump is installed at the
front of the tube side.

Setting boundaries

To separate the condenser from the secondary
loop system, it is necessary to set boundaries for the
condenser model. The shell side and the tube side of
the condenser are two non-circulating parts, so we
need to set boundaries separately for each part.

For the shell side, the exhaust nozzle connect-
ing the condenser to the steam turbine is set as the up-
per boundary, and the back end of the condensate pipe

is set at the bottom of shell side as the lower boundary.
For the tube side, the inlet and outlet of the tube side
connecting to sea water is set as the left boundary and
the right boundary. Temperature, pressure and phase
state are kept constant in each boundary. Exhaust flow
from the upper boundary to the condenser is used to be
the load of the secondary circuit system.

Compiling input cards

Model nodes partition and boundaries setting is
shown in fig. 1. Based on the analysis and design pa-
rameters of the condenser, we complete the RELAPS
input cards of the condenser. After that, a controlled ob-
ject model of a nuclear power plant is established.

CONDENSER CONTROL
SYSTEM SCHEME

Condenser pressure control system

When a nuclear power plant is in normal working
conditions, the pressure of the condenser needs to be
maintained at a low and stable level. In this way the
condenser can provide low and stable back pressure for
the steam turbine to ensure the efficiency and stability
of the plant [9, 10]. The existing pressure control sys-
tem of the condenser generally adopts PI control
method. The controller keeps pressure at a set point by
changing the flow of the circulating cooling water by
adjusting the speed of the circulating water pump. The
scheme of the condenser pressure control system is
shown in fig. 2.

The system adopts cascade and feed-forward
control scheme. The exhaust flow signal is used as
feed-forward signal to rapidly adjust the circulating
cooling water flow. The circulating cooling water flow
signal is used as the feedback signal to overcome the
speed disturbance of the circulating pump. The pres-
sure measurement value signal is used to calculate pres-
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sure deviation. The main controller is a PI controller,
and the secondary controller is a proportional control-
ler.

Condensate water sub-cooling
degree control system

Condensate water sub-cooling degree is the dif-
ference between saturation temperature that corre-
sponds to condenser pressure and condensate water
temperature. The reasons why the sub-cooling degree
appears are the uneven distribution of condensate film
temperature and gas resistance on the shell side [11].
High sub-cooling degree will lead to high oxygen con-
tent in condensate water, and high oxygen content will
threaten the safety of the devices and systems. Low
sub-cooling degree may cause condensate water gasi-
fication which will damage the condensate pump.
Therefore, the sub-cooling degree of condensate water
is required to be controlled at a set point. The scheme
of condensate water sub-cooling degree control sys-
temis shown in fig. 3. By regulating the opening of the
bubble deaerator valve, the rate of exhaust steam flow
for heating condensate is adjusted, and then the con-
densate sub-cooling degree can be controlled at a set
point.

Figure 3. Schematic diagram 3
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High water level in the condenser may cause the
cooling water pipes to be submerged, and this situation
will affect steam condensation and cause condensate
water sub-cooling. Low water level may cause cavita-
tion in the condensate pump and damage the pump
[12]. Therefore, the water level is required to be con-
trolled within a proper range. The PI controller is
adopted in the control system, and the water level is
controlled by regulating the opening of the sup-
ply/drain valve. The scheme of water level control sys-
tem is shown in fig. 4.

Coupling relation of control systems

The condenser of a nuclear power plant is a
multivariable coupled device. In normal working con-
ditions, the three control systems work simulta-
neously, and the controlled objects of the system have
the following complex coupling relations:

—  First, the change of pressure causes the change of
saturation temperature, which leads to the change
of condensate water sub-cooling degree.
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— Second, the change of circulating cooling flow
rate will cause the change of steam condensation
amount, which leads to the change of water level.

—  Third, supply/drain flow rate causes the change of
condensate temperature, which leads to the
change of condensate water sub-cooling degree.

— And last, the rate of bubbling exhaust steam flow
may cause condensate water to flash and the pres-
sure to change.

According to those analysis, it can be concluded
that although the controllers and actuators of the three
control systems are independent, the controlled ob-
jects are coupled with each other. In this way, the three
control systems of a condenser have an indirect cou-
pling relationship. This coupling relationship results
in difficulties in the optimization of the control sys-
tems. Traditional optimization methods can only opti-
mize control systems one by one in the optimization
process. During the optimization for one control sys-
tem, the other control systems are treated as bound-
aries. This situation makes it difficult to ensure that the
performance of other control systems is not affected.
In contrast, the multi-objective optimization method
for multiple control systems is obviously more suit-
able for the performance optimization of coupled con-
trol systems.

MULTI-OBJECTIVE OPTIMIZATION
ALGORITHM BASED ON PARETO
DOMINANCE CONCEPT

Multi-objective optimization
problem and pareto dominance relation

In the field of optimization, the general defini-
tion of multi-objective optimization problem (MOP)
is as follows [13].

There exists a MOP

min f(x):[fl (x)7f2 (x)a"'f;z (x)]T
s.t.g (x)<0 i=12...,j )
hi(x)=0 i=j+1...,p

where s.2. is the abbreviation of the subject, x = (xy, x,,
- xn)r — the n-dimensional solution of the optimiza-
tion problem, and f; (x) (i = 1, 2, ..., n) — the sub-objec-
tive function of the problem. The space where the n-di-
mensional vector f(x)=[f, (x), f5(x),... f, ()" is
located is called the objective space. Here, g; (x) <0 (i
=1,2,...,j) stands for inequality constraints and #; (x)
=0 (i==j+1,..,p) are equality constraints.
Unlike solving single-objective optimization
problems, solving MOP requires comparison of the
multiple sub-objective functions of different solutions
according to Pareto dominance relations. The Pareto
dominance relation is defined as follows [13]

Solution x° dominates x' denoted by x° > x!, if

and only if
L) fiG6,i=12,...M
£ fi(x"),Fie{l2,..., M}

There are three kinds of relations among the so-
lutions of MOP: dominating, dominated, and
non-dominated. The solution which is not dominated
by any other solution is called the Pareto optimal solu-
tion of the MOP. In general, the Pareto optimal solu-
tion is not unique. The set of all Pareto optimal solu-
tions is called the Pareto optimal solution set. For
practical problems, we need to select some of the
Pareto optimal solutions according to relevant require-
ments.

Multi-objective particle swarm optimization
algorithm based on pareto dominance concept

Particle swarm optimization (PSO) [14] is an
evolutionary computing technology based on swarm
intelligence.

The MOPSO algorithm adds an external elite set
based on PSO. In addition to updating particle velocity
and position, each iteration process also needs to up-
date the external elite set according to Pareto domi-
nance. After the completion of the final iteration, the
external elite set is the optimal solution set of the MOP.
The key steps of MOP algorithm include updating of
Particlebest (the best position of itself, or pbest for
short) and Globalbest (the best position of the whole
space, or gbest for short), updating the particle swarm
speed and position, and updating the external elite set.

Particlebest and globalbest update

After one step of iteration, if the previous pbest
of a particle dominates the current particle position, its
pbest remains unchanged, if the current particle posi-
tion dominates its previous pbest, update its pbest to
the current particle position, if the previous pbest of a
particle and its current position are not dominated by
each other, randomly select one of the two positions as
its pbest.

Select a set of solutions randomly from the cur-
rent elite group as the gbest.

Particle swarm velocity and
location update

The standard particle swarm algorithm updating
formulas are used to update the speed and position of
the particle swarm. The updating formulas are

V(i) =wp V(i) +c rand[ pbest (i), —x(i); 1+
+czrand[gbest(i)k —x(i); ] )
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X(1) gy =2(0) + V(1) g4 3)

where v(i); is the current particle velocity, v(i),+; — the
updated particle velocity, w; — the inertia weight of the
k-generation particle, ¢ and ¢, are individual learning
factor and global learning factor, separately, pbest(i);—
the Particlebest gbest(i);, — the Globalbest, and x(7)
and x(i)+ are the current particle position and the up-
dated particle position separately.

External elite set update

The external elite set is used to reserve the Pareto
optimal solutions obtained in the iteration process. Af-
ter an iteration, if the current particle is dominated by
any member of the elite set, then it is rejected and not
included in the elite set; if the current particle domi-
nates one or more members of the elite set, the domi-
nated member is removed and the current particle is
added to the elite set; if the current particle and all elite
members do not dominate each other, the current parti-
cle is added to the elite set.

Basic algorithm steps

According to the basic principle of the multi-ob-
jective algorithm, the implementation steps of the
multi-objective algorithm proposed in this paper are as
follows:

—  Step 1. The maximum number of iterations, inertia
weight and learning factor variation are set. The
number of iterations, inertia weights and learning
factors are initialized. Initialize the velocity and
position of particle swarm are randomly initial-
ized in the search range. The values of objective
functions are obtained according to the initial po-
sitions and the initial elite set is obtained by using
Pareto dominance relation. The initial position is
set as the pbest of each particle.

— Step 2. The gbest is randomly selected from the
elite set.

— Step 3. The speed and position of particles are up-
dated by using updating formulas of standard par-
ticle swarm algorithm.

—  Step 4. Pbest of each particle is updated.

— Step 5. External elite sets are updated;

—  Step 6. Itis verified whether the maximum number
of iterations is reached, if so, searching is inter-
rupted, and the external elite set is output as the
Pareto optimal solution for the MOP, otherwise, it
is necessary to turn to Step 2.

APPLICATION OF MULTI-OBJECTIVE
OPTIMIZATION ALGORITHM IN
CONDENSER CONTROL OPTIMIZATION

Modeling of condenser control
system and controlled object

According to the condenser control system
scheme, the condenser control system model is estab-
lished in MATLAB/SIMULINK program. The con-
denser controlled object model is established in the
RELAPS program. The control system model and the
condenser controlled object model are combined to
form a closed control loop by using the control simula-
tion platform called Server Manager.

Multi-objective optimization
model of control parameters

In order to make the condenser control perfor-
mance meet the requirements concerning rapidity and
stability, the integral of time multiplied with squared
error (ITSE) indices of pressure and condensate water
sub-cooling degree control systems are taken as the
optimization objectives. The ITSE index can be ex-
pressed as follows

ITSE = [te*dt 4)

where s the simulation time and e — the error between
the measured value and the set value. The smaller
ITSE is, the faster the system tends to be stable, and the
smaller the average error is.

In order to keep water level in the prescriptive
range during the transient process, the prescriptive
range is taken as the inequality constraint. The control
parameters of the three control systems are taken as
optimization objects. This optimization model can be
expressed as

min f(kp, ,kp ,kiy ,kpy ki kps ki )=
=[ITSE1,ITSE2]"

S~t~kpmin SkpSkpmax
ki <ki<ki,

Wiy SWSIw (5)
where kp, ki, kp,, kiy, kps, and kis are the PI controller
parameters of the three control systems, and kp'; is P
controller parameter of the condenser pressure control
system. The ITSE1 is the ITSE index of the condenser
pressure control system. The IT is the /7SE index of
condensate water sub-cooling degree control system.
[kDmins kPmax] and [Kimin, kimax] are the search ranges for
all the parameters. The search ranges are obtained by
extending the tuning results of the critical proportional
method [15]. The search ranges are some rough ranges
with low precision requirement.
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For general optimization problems, the feasible -
solution is usually entered into the objective function to 8 -
calculate the objective value. For the optimization prob- 25 tt»
lem of condenser control parameters, we take the feasi- o4l 4
ble solutions as the control parameters and enter them ; 4
into the control simulation model to get the ITSE indi- 28} +s
ces as optimization objectives through a transient pro- 22| i "
cess simulation. The application process of multi-ob- 5 ! "
jective optimization algorithm in condenser control [ T .
optimization is shown in fig. 5. 21 3 3 T 3 & . * 8

The aforementioned process is written in
MATLAB program to realize the algorithm. The maxi-
mum number of iterations is set to 100 and set the num-
ber of particle swarm to 30. The initial inertia weight is
0.9, and the range of variation is [0.4, 0.9]. The range
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Figure 5. Application process of multi-objective
optimization algorithm in optimization of control system
parameters

ITSE1

Figure 6. The distribution of Pareto optimal solutions in
the objective plane

Table 1. Optimal control parameters and optimal
objective values

No.| kpy | kpy' | kiy | kpy | ki | kps | kiz |ITSE1| ITSE2

16.91]2.26(2.50|23.09]1.55|13.81]0.41 | 1.24 | 2.83

18.25/2.931.31|29.02/2.00|14.04/0.80 | 1.74 | 2.50

11.65/2.45|0.7327.39{2.14|13.26/ 0.58 | 2.33 | 2.27

18.57/2.631.13|24.37|1.72|18.17/0.41 | 3.64 | 2.07

DW=

17.98/2.97|1.72|11.10/1.44|11.03/0.57 | 7.43 | 2.02

of'individual learning factor and global learning factor
is [1.25, 2.75] and [0.5, 2.25]. Working condition of
step load from 90 % FP (full power) to 100 % FP is
used as the transient process to be optimized.

After all the iterations, 27 sets of Pareto optimal
solutions are obtained, that is 27 sets of optimal con-
trol parameters. The optimization objectives corre-
sponding to all control parameter sets are shown in the
objective plane, as shown in fig. 6.

Five representative sets of optimal control pa-
rameters were selected, as shown and numbered in tab.
1.

According to fig. 6 and tab. 1, it can be seen that
the optimal objective values of the obtained optimal
control parameters do not dominate each other. The
optimization degree of the condenser pressure control
system performance (ITSE1) and the condensate wa-
ter sub-cooling degree control system performance
(ITSE2) are different. If the optimization of ITSEI is
emphasized, the optimization of ITSE2 is relatively
weak, and vice versa. Decision makers can choose one
or more sets of solutions according to their preference.

SIMULATION AND VERIFICATION
OF OPTIMIZATION RESULTS

Set of optimal control parameters No. 3 with
more balances optimization degrees in tab. 1 is se-
lected as the final parameters of condenser control
systems. The simulation result is compared with the
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Figure 9. Comparison of the control performance of
hot well water level

optimization result of the critical proportional method.
The transient simulation working condition is step
load change from 90 % FP to 100 % FP. The compari-
son results are shown in figs. 7-9.

In the comparison of control performance of
condenser pressure, and condensate water sub-cooling

In this paper, a multi-objective optimization al-
gorithm based on Pareto dominance concept is used to
optimize the control parameters of nuclear power plant
condenser control system. The optimization and simu-
lation result shows that the multi-objective optimiza-
tion algorithm can achieve control optimization that
takes into account multiple indices. Compared with
the critical proportional method, the multi-objective
optimization algorithm has a better optimization ef-
fect. On the other hand, the Pareto optimal solution
sets obtained by the multi-objective optimization al-
gorithm has the diversity which can bring better flexi-
bility in solving specific engineering problems.
Clearly, this multi-objective optimization algorithm
offers strong generality in optimization of coupling
control system.
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Ilen 11U, Jiu JUJbAHT, Xyanr KE, Cjao KAJ

OIITUMAJIHU ITN3AJH KOHTPOJHOI CUCTEMA XJTAJUOIA
HYKJIEAPHE EJIEKTPAHE 3ACHOBAH HA MYJTU-OBJEKTUBHOM
AJITOPUTMY OIITUMU3AIINJIE

CucreM 3a KOHTPOJy XJIauOlla HYKJIeapHEe €JeKTpaHe CacTOjU Ce Off CUCTEMa 32 KOHTPOIY
IPUTHUCKA, CUCTEM 32 KOHTPOIly CTelleHa NofxiIabema KOHIeH30BaHe BOJIE M CUCTEMa 3a KOHTPOJY HUBOA
Bogie. [Tocrojehe MeTope 3a onTUMU3aLUjy KOHTPOJIE CUCTEMA TEILKO [ja MOTY J1a y3My y 003Up CBE UHEKCE
nepgopMaHCH cBa TPU CHCTEMa 3a KOHTPOIy HcToBpeMeHo. Kako 6u ce oBaj mpobiem pemmo, oBaj paj
npejicTaB/ba METOAY 3a ONTHUMH3alHWj)y KOHTPOJE CHCTeMa 3aCHOBaHy Ha MYJITH-OOjeKTHBHOM
ONTUMM3AUOHOM aNropuTMy. MeTofa y3uMa IapaMeTpe KOHTPOoJIe 3a 00jeKTe ONTUMU3aluje U cMaTpa
u3BObeme cren of3uBa LUJbeBUMA onTUMu3anuje. MynTH-00j€KTUBHM ONTHMU3ALMOHU AJITCOpPUTaM
MHOIIITBA YeCTHIa 3aCHOBaH Ha [lapeTo KOHIENTy JOMUHAIMje IPUMEHEH je 3a pelllaBambe ImpodiiemMa
ontuMuzanuje. OBo omoryhasa foOujame KOHTPOJHHUX IlapaMeTapa BUCOKOI KBanuTeTa. Pesynraru
CUMYyJIalyja HOTBpbYjy IPaKTUUHOCT U e(peKTUBHOCTH OBE METOJIE 34 ONITUMU3AIUjy KOHTPOJIE CHCTEMA.

Kwyune peuu: HykaeapHa eaeKilipana, KOHIPOAHU CUCTTIEM XAA0UOUd, OUITUMUIAUU]A KOHIUPOAHUX
fapameitiapa, mMyAiliu-o0jeKiMU8HU aaZopuiliam odiiumusavyuje, OUMUIAUUOHU
an20pUtLam MHOULIUBA YeCtuuLa





