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Safeguards system with high effectiveness and efficiency must comprise a set of measurements
with capabilities satisfactory for the verification of nuclear materials. In this paper, we present
key parameter measurements of detector modeling in a commercial z-type low energy germa-
nium detector of a planar crystal with a relative efficiency of nearly 15 %. The detector opti-
mization will hold a significant function in measuring nuclear materials for safeguards appli-
cation. Standard nuclear materials with diverse enrichment (depleted and low enriched) of
uranium and point-like sources (137Cs, °Co) and mixed radioactive source for Eu isotopes
(152Eu, 154Eu, and 155Eu) were benefited to explore the energy resolution and detector effi-
ciency. The energy resolution is measured over a wide range of rise time and flattop. In addi-
tion to the experimental work, the Monte Carlo simulation code is used for modeling the
setup configuration to obtain the absolute efficiency at different energies. A fast and reliable
method was applied in detector efficiency measurements. The data are discussed and inter-

preted.
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INTRODUCTION

Uranium enrichment measurements are of high
significance in nuclear measurements. Such measure-
ments are regarded as a crucial metric for ensuring that
numerical materials (NM) are monitored toward
peaceful objectives in nuclear applications and tech-
nology, especially for inspectionf nuclear safeguards
intentions on a local and international basis.

Conducting such inspections without interrup-
tion of the nuclear facilities while operating can be re-
alized by verifications of high speed and more accu-
racy. Such inspection techniques are supposed not to
influence the quantity of NM, i. e., non-destructive as-
say (NDA), and this can be performed by the use of de-
tection techniques based on gamma-ray spectrometry
for characterization and measurement of NM [1].

To maximize effectiveness as well as the efficiency
of a State System of Accounting for and Control as a
measuring system, covering all types as well as catego-
ries of NM is a must, which reflects its measuring capa-
bility, but it should meet the measuring criteria as well.
Accordingly, a variety of measuring techniques should
be utilized with adaptation to the resources available.
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Such techniques can be bulk measurements in addition to
destructive and non-destructive systems. In the case of
non-destructive NM assay, the gamma spectrometer is
one of the accessible tools with powerful features, in-
cluding an HPGe detector [2, 3].

For each verified NM, efficiency calibration must
be accomplished for the utilized detector. Throughout
the selection of appropriate NM standards for the cali-
bration of the measuring system, both verified NM fea-
tures and experimental set-up configuration are of great
importance to consider. Such techniques may be cate-
gorized as relative, semi-absolute, or absolute depend-
ing on the physical standards for the calibration of mea-
suring devices. Obtaining precise results can be
achievable when standard NM, with features analogous
to the verified samples, is utilized in the calibration pro-
cess. Nevertheless, due to the lack of acceptable stan-
dards, a suitable calibration curve often cannot be estab-
lished. However, overcoming this issue can be realized
using the Monte Carlo method. Such a method can be
employed for simulating the experimental set-up as
well as the radiation detection process, which permits
each modeled experiment to acquire efficiency calibra-
tion curves [4, 5].
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Since many years ago, the increasingly popular
Monte Carlo simulation technique [6-8] was em-
ployed by several authors for simulating the
gamma-ray detection process. The technique was ex-
ploited for calculating the response traits of diverse
types of germanium detectors at mono-energetic as
well as diverse ranges of gamma-ray [9-17]. Besides,
Monte Carlo method was also utilized to calibrate de-
tectors effectively, either by a direct method or with
other experimental measurements in combination [6,
7, 18-26]

The HPGe detectors with the required efficiency
of gamma radiation registration can be cooled by the
liquid nitrogen or the electromechanical cooler. The
efficiency calibration was made using the standard
sources in point geometry as well as by using the com-
plex calculation of the efficiency curves using the
Monte Carlo simulation method. The usage of volu-
metric activity sources was necessary for detector cali-
bration [27].

It is more probable than many assume that
gamma-ray measurements with HPGe detectors at high
count rates are demanded to be performed. For instance,
this can be found in radiochemistry, safeguards, neutron
activation analysis, and nuclear medicine. Count rates
cannot be reduced by increasing the distance or by uti-
lizing collimators. In this measurement situation, the
obstacle is to acquire the best data. The best is a combi-
nation, over a wide span of count rates, of statistical
(number of counts) and spectral quality considerations
(peak width and position). Multi-channel analyzers
(MCA) development by the assistance of digital signal
processing (DSP) makes it likely to develop a broader
range of shaping times values and detector signal pro-
cessing in different pathways for performance im-
provement with pulse-by-pulse adjustments [28].

The biggest problem is the extensive count-rate
range counting as it puts extreme constraints on the
stability of the system: peak location as well as resolu-
tion. However, regarding temperature and count rate,
DSP-based spectrometers as the newest generation
demonstrate incredibly high stability. The spectrum
peak full with at half maximum (FWHM) is dependent
on the shaping time where a short shaping time does
not comprise all the preamplifier pulse, while in the
case of long shaping time, it contains excessively sig-
nal noise. With the shaping time adapted to the output
signal of the detector preamplifier, the best (smallest)
FWHM is attained [29].

The purpose of this study is the optimization of
the HPGe detector response using a fast and reliable
method. The main target of this paper is achieving the
stability and smooth behavior in FWHM values for the
photo peaks and maintain the Gaussian shape without

Table 2. Gamma radiation from some point sources [34, 35]

appearing tail and obtained other parameters. All sam-
ples measured are authorized by the Egypt-IAEA
safeguards agreement. Samples of reference NM be-
long to the key measurement point located outside the
facility at Egyptian Nuclear & Radiological Regula-
tory Authority.

EXPERIMENTAL SET-UP AND
TECHNIQUES MEASUREMENT

In the experimental work, the system of mea-
surement involves a germanium detector of high pu-
rity with the Canberra GLO515R model and an active
area of 540 mm?. While the height is 1.5 c¢m, the
FWHM is 540 eV at 122 keV. A cryostat [model 7905
SL-5], as well as the cooling system of 5 L Dewar con-
taining liquid nitrogen, are provided to the measuring
system. Collecting the pulses of energy input was ac-
complished by using a MCA [inspector, model IN2K],
whereas the detector was set at a high voltage of 2500
V, and the computer was employed for system control
[30-32]. For experimental measurements, two sam-
ples of standard NM samples have been utilized with a
cylindrical shape, depleted and low enriched (2.95 %).
The samples were positioned in an aluminum cylindri-
cal can (aluminum type 6061 (ASTM-GS T6)), which
contains 200.1 g of U;Ox (the specifications in tab. 1)
[33]. The can external diameter is 80 mm, the internal
diameter is 70 mm, and the height is 89 mm, while
compact powder fill height is (20.8 + 0.5) mm for all
samples. The sample was placed facing the detector.
Also, point sources were used in this measurement
with the specifications presented in tab. 2 [34, 35].
Figure 1 shows the experimental set-up configuration
to measure the count rates and FWHM at different en-
ergy lines. The live time is adjusted at 900 seconds, for
Point Sources and standard nuclear materials (SNM).
The used samples are closed to the Al- cape of the de-
tector. The DSP filter is adjusted where the rise time
(RT) is changed from 0.4 to 38 ps, and the flattop if
fixed at the default value at 0.8 ps. The resulted spec-
trum is shown in fig. 2.

Table 1. Characteristics of some uranium-bearing
cylindrical sources [33]

Source E mass Total mass | Total mass
No percent* of sample | of Uina
. [g] sample [g]

169.681 0.526
169.681 5.006

Iz\{lsass of
“U (g)

S1 | 0.3166 + 0.0002 200.1
S2 | 2.9492 £ 0.0021 200.1

E is *°U enrichment in mass percent

Source EU ¥Cs Co 5By Co 2By
Energy line [keV] 121.8 ‘ 244.7 ‘ 3443 661.7 1173.2 1274.8 1332.5 1408.01
Activity (Bq) x 10* 1.1766 3.7 31.957 1.2099 31.957 1.1766
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Figure 1. The experimental set-up configuration of the
HPGe detector and SNM

MCNP CALCULATIONS

The MCNP is an advanced Monte Carlo simula-
tion program that provides all required cross-sectional
data for measurements of the neutron, photon as well as
electron transport. Monte Carlo simulation is regarded
as a random numbers sequence that takes place
throughout the simulation. The simulation, based on re-
peating this sequence, will yield results in agreement
with the obtained ones by the first sequence to within
some statistical error [36]. Computing the absolute de-
tector efficiency was attained by the general Monte
Carlo code (MCNP-5) [24]. For the intention of simu-
lating the experimental setup and according to available
details, modeling of both specifications and characteris-
tics of planar HPGe detector as well as utilized samples
was accomplished. To run this calculation, eight input
created files are required, which use 10® histories (num-
ber of photons) with a run time of 35 minutes. The em-
ployed laptop has specifications of 2.5 GHz Intel Core
i5 processor, where the detector pulse height can be de-
termined by tally F8. The absolute detector efficiency
was calculated by F8 at different energy lines.

RESULTS AND DISCUSSION
Energy resolution

Energy resolutions of germanium detectors
commonly denote the FWHM of a gamma peak. Good
energy resolutions are critical for narrowing the region
of interest, separating the signals from the back-
ground, and improving the sensitivity of the experi-
ment [37]. The DSP, which is built into MCA, is the
best selection of measuring performance at a variety of
rise times and flattops. It has become a standard in the
nuclear spectroscopy measurement field for high per-
formance laboratory instruments.

RISE TIME AND FLAT TOP OPTIMIZATION

In the case of the uranium sample, the rise time is
changed from 0.4 pus to 38 us, the flat top still constant
at 0.8 ps. Each time, the FWHM is recorded. The used
samples are with different enrichment (low and de-
pleted).

Figure 3 shows that the changes of FWHM with
the rise time. Itis evident that the values of two curves
were closed to each other until at rise time <5 ps and it
diverged above that value. At those values, the FWHM
increased with increasing the rise time for SNM. In
tab. 3, the rise time is fixed at 13.6 us at different val-
ues of the flat top.

The results in tab. 3 presented that the preferred
range for the flat top values that gave close and stable
values for FWHM at energy line 185.7 Kev was from
0.4 to 2.2 ps. Before this range, the results appeared
great deviation in FWHM values vs. the flat top values
but after this range, the results appeared slightly
changed in FWHM values with the flat top values.
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Table 3. Data spectrum FWHM for low enriched SNM
—=—2.95 %]
2.0 (2.95 %) at energy line 185.7 keV for fixed rise time
% Flat top [us] Rise time [us] FWHM [keV]
218 3 0.805
z 26 0.823
£ 12 2.2 0.825
1.8 0.817
0.8 1.4 0.823
13.6
1 0.838
0.4 0.8 0.851
o 5 10 15 20 2 3 3B D 0.6 0.865
Rise time [us] 04 0.888
0.2 1.283

Figure 3. The effect of rise time changes with
the FWHM at energy line 185.7 keV

In the case of point sources, the changing of
FWHM with the rise time values had the same behavior
in a wide range of energy lines. The energy lines that
used in this analysis were 121.8,244.7, and 344.3 Kev
for 152Eu, 661.7 Kev for 1¥7Cs, and 1173.2, 1332.5 Kev
for ®°Co as shown in fig. 4. The results showed that the
FWHM value slightly fluctuated at rise time <11.2 us
and became more stable after this value until reached to
30 us and then began to deviate from the stability range,
while the rise time was fixed at 13.6 us that was laid in
the stability range from fig. 4.

Table 5 describes the data spectrum FWHM for
point sources at different energy lines for fixed rise
time 13.6 us. The flat-top was changed between 0.1 us
and 3 ps. The data showed that the change of FWHM
slightly fluctuated at flat top values less than 0.6 ps
and then began to be more stable until 3 us.

From this optimization the FWHM was obtained
at (rise time = 13.6 and flat top = 0.8) for point sources
and fitted as a function of the gamma peak energy (in
keV) by [38]

FWHM =ax~E +b... (1)

Table 4. Data spectrum FWHM for point sources at different energy lines for fixed rise time

152Eu 137CS 60C0
Flat top [us]
121.8 keV 244.7 keV 344.3 keV 661.7 keV 1173.2 keV 1332.5 keV
0.1 0.700 0.631 0.959 1.333 1.769 2.018
0.6 0.681 0.734 0.890 1.26 1.613 1.701
1.2 0.704 0.704 0.959 1.219 1.659 1.726
1.8 0.719 0.831 0.972 1.25 1.681 1.746
2.2 0.714 0.798 0.988 1.232 1.671 1.768
3 0.726 0.845 0.906 1.205 1.654 1.708
2.0
& 4
2,
z
s 1.6
w
o Figure 4. The effect of rise time
changes with the FWHM at
y different energy lines
—— 4018 1%
" —@— 0447 ‘52E3
0.8 —&— 3443 12Ey
~w— 661.7 '¥'Cs
—4— 1173.2 ¥Co
d p— 1332.5 Co
- T T T T T v T bl T - T = T
-5 0 a5 10 15 20 25 30 35 40

Rise time [us]
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where E is the gamma peak energy and a, b are the co-
efficients that obtained from linear fitting equation y=
a + b-x where a =—0.5698 and b = 20.56385. The re-
sults shown in fig. 5 present the FWHM of energy lines
121.8, 244.7, 344.3, and 1408.01 keV for "“’Eu,
1173.2,1332.5keV for Co and1274.8 keV for '**Eu.

OPTIMIZATION OF LIVE TIME AND FWHM

The live time was optimized by increasing its val-
ues from the 300-1800 seconds. Each run the FWHM
was recorded. The results showed that there were slight
changes in FWHM values in the range from 300 to 800
seconds after which the values began to be more stable.
This indicates that the preferred value of live time has
been started from the 900 seconds and it was chosen in
this work. The effect of FWHM with live time is shown
in fig. 6.

LINEARITY

The linearity of germanium detector responses
to different energy depositions is typically outstand-
ing, which is reflected by the goodness when the en-
ergy calibration curve is fitted to a linear function.
Good linearity gives rise to a definite distinction be-
tween various physical events based on energy infor-
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Figure 5. Energy resolutions of the HPGe detector
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Figure 6. The effect of live time changes vs. the FWHM
at different energy lines

mation. For studying the linearity for energy response
of HPGe detector, corresponding point-like sources
described in tab. 2, were measured. Considering that
the gamma-ray with the largest energy is the 1408.01
keV for *2Eu, the summation peak that resulted from
the coincidence effect of the two gamma rays of ®°Co
was also utilized for compensation of the probable de-
viation from linearity in the high energy region during
the fitting process. The linearity of the detector is nota-
bly good, as observed in fig. 7. where the energy lines
thatused are 121.8,244.7,344.3, and 1408.01 Kev for
152Ey, 661.7 Kev for ¥7Cs, 1173.2, 1332.5 Kev for
%0Co and 1274.8 Kev for '>*Eu and the linear fitting
coefficients are a = —4.00938 and b = 5.24973.

EFFICIENCY

The absolute detection efficiencies of the (HPGe)
detector were measured using the certified Point
sources ('37Cs, °°Co, and mixed radioactive source for
Eu isotopes), and the involved gamma rays are listed in
tab. 2, fig. 8 shows the efficiency curves for the experi-
mental and calculated results as a function of the
gamma-ray energy (in keV), which is fitted by

off = 4, exp(—f} » )
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Figure 7. Linearity of the energy response of the HPGe
detector
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Figure 8. Absolute detection efficiencies of the HPGe
detector
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where eff is the absolute detection efficiency, £ — the
gamma-ray energy, and the coefficients 4y, ¢, and y,
have values 0.00514, 0.41781, and 113.90 for the ex-
perimental curve and 0.00525, 0.43379, and 111.02
for the calculated curve.

The absolute detection efficiencies were calcu-
lated by MCNP code. Eight input files were created for
each energy line to calculate the absolute efficiency
using tally (F8). The input file contains accurate inter-
nal dimensions for the used detector, as well as, the
setup configuration, as a whole. The calculated results
were matched with the experiment within an accuracy
of less than 4 %. So, the measured efficiency curves
with the calculation of efficiency curves by the Monte
Carlo simulation code provide a fast and reliable
method in safeguards application.

Coincidence summing corrections for the point
sources at each measured peak energy (£,) were taken
into consideration. The coincidence summing correc-
tion factor (F,,) was calculated by establishing the ra-
tio between the certified activity (A4(E;)) of the
radionuclide and the calculated activity (4, (E;)) from
the evaluation of the gamma-ray spectra [39].

A(E;)

Fcorr (Ei):m (3)

CONCLUSIONS

The significant parameters in safeguards mea-
surements using HPGe detector are optimized in mea-
suring of NM and point-like sources. Studying the
shaping time is the main factor for FWHM improve-
ment. We have found from result analysis, that there is
a certain range of shaping time at which the compati-
bility in the measurements takes place where the rise
time at range 13.6-21.6 pus is considered as the best
range that gave the best value of FWHM at energy line
185.7 keV for SNM samples. The dead time can be
treated by geometrical setting, and flattop at a range
from 0.4 to 2.2 ps, while for point sources the best flat
top value is from 0.6 to 3 us, in which the FWHM is at
stable values and gave perfect shape for the photopeak
at used energy lines that covered a wide range in mea-
surement scale. The perfect rise time range for point
sources was 11.2 to 30 ps. This range showed the sta-
bility and smooth behavior in FWHM values, as well
as, the peak shape takes Gaussian shape without ap-
pearing tail that destroyed the peak shape and causes
disturbance in the area under the peak and the mea-
surement results as a whole. Therefore, those values
can be recommended. Fast and reliable methods were
applied by modeling the experimental set-up using
MCNP-5 code with different point sources. The com-
parison of the calculated absolute efficiency and those
obtained from the measured results demonstrate that
the accuracy is less than 4 %. This method gave accu-

rate and fast optimization for the detector response and
it could be recommended in safeguards application.

AUTHORS' CONTRIBUTIONS

The idea of the work was suggested by the au-
thors during a scientific meeting of the team. Relation-
ship building, implementation, the work of codes,
writing, and revising the paper were achieved through
joint and equal efforts of the four authors.

REFERENCES

[1] AbdElGawad, K., etal., Study on the Performance of
Some Non-destructive Methods to Estimate the Ura-
nium Enrichment in Nuclear Materials, Results in
Physics, 13 (2019), 102345, pp. 1-8

[2]  *** TAEA, Safeguards Techniques and Equipment,
International Nuclear Verification, Series No. 1, Vi-
enna, Austria, 1997

[3] Reilly, T. D., et al., Passive Nondestructive Assay of
Nuclear Materials, Los Alamos National Laboratory,
United States Nuclear Regulatory Commission,
NUREG/ CR-5550, LA-UR-90-732, 1991

[4] Rodenas, J., et al., Analysis of the Influence of Ger-
manium Dead Layer on Detector Calibration Simula-
tion for Environmental Radioactive Samples Using
the Monte Carlo Method, Nucl. Instr. and Meth. A,
496 (2003), 2, pp. 390-399

[S1 Krick,M.S., etal., Active Neutron Multiplicity Anal-
ysis and Monte Carlo Calculations (LA-UR-94-
2440), 1994

[6] Karamanis, D., Efficiency Simulation of HPGe and
Si(Li) Detectors in y- and X-Ray Spectroscopy, Nucl.
Instr. and Meth. 4, 505 (2003), 1-2, pp. 282-285

[71 Ewa, L. O. B., et al., Monte Carlo Determination of
Full Energy Peak Efficiency for a HPGe Detector,
Appl. Radiat. Isot., 55 (2001), 1, pp.103-108

[8] Lepy, M. C,, et al., Intercomparison of Efficiency
Transfer Software for Gamma-Ray Spectrometry,
Appl. Radiat. Isot., 55 (2001), 4, pp. 493-503

[91] Wainio, K. M., Knoll, G. F., Calculated Gamma Ray Re-
sponse Characteristics of Semiconductor Detectors,
Nucl. Instr. and Meth. A, 44 (1966), 2, pp. 213-223

[10] De Castro, N. V., Le vesque, R.,J.,A., Photopeak and
Double-Escape Peak Efficiencies of Germanium
Lithium Drift Detectors, Nucl. Instr. and Meth. A, 46
(1967), 2, pp. 325-332

[11] Meixne, C., A Monte Carlo Program for the Calcula-
tion of Gamma-Ray Spectra for Germanium Detec-
tors, Nucl. Instr. and Meth. A, 119 (1974), pp. 521-526

[12] Avignone, III F. T., Monte Carlo Code for Predicting
the Response of a Ge& Nal(T1) Compton Suppres-
sion Spectrometer, Nucl. Instr. and Meth. A, 174
(1980), 3, pp. 555-563

[13] Varley, B. J., et al., Investigations of the Response of
Germanium Detectors to Monoenergetic Electron,
Positron and Gamma-Ray Beams, Nucl. Instr. and
Meth. 4, 190 (1981), 3, pp. 543-554

[14] Michel, C., et al., Monte Carlo Simulation of Com-
plex Germanium Detector Systems and Compton
Suppression Spectrometers, Nucl. Instr. and Meth. A,
251 (1986), 1, pp. 119-133



R. A. El-Tayebany, ef al.: Optimization of HPGe Detector Response Using Fast ...

Nuclear Technology & Radiation Protection: Year 2020, Vol. 35, No. 3, pp. 253-260 259

[15]

(23]

[26]

[29]

Hurtado, S., et al., Monte Carlo Simulation of the re-
sponse of a Germanium Detector for Low-Level
Spectrometry Measurements Using GEANT4, Appl.
Radiat. Isot., 61 (2004), 2-3, pp. 139-143

Salgado, C. M., et al., Determination of HPGe Detec-
tor Response Using MCNP5 for 20-150 keV, X-Rays,
Appl. Radiat. Isot., 64 (2006), 6, pp. 700-705
Fehrenbacher, G., et al., Unfolding the Response of a
Ge Detector Used for In-Situ Gamma-Ray Spectrom-
etry, Nucl. Instr. and Meth. A, 383 (1996), 2-3, pp.
454-462

Debertin, K., Grosswendt, B., Efficiency Calibration
of Semiconductor Detectors by Primary Standard
Sources and Monte Carlo Calculations, Nucl. Instr.
and Meth., A, 203 (1982), 1-3, pp. 343-352

Ashrfi, S., et al., Precise Modeling of a Coaxial HPGe
Detector, Nucl. Instr. And Meth. A, 438 (1999), 2-3,
pp. 421-428

Rodenas, J., et al., Validation of the MCNP Code for
the Simulation of Ge-Detector Calibration, Nucl.
Instr. and Meth. 4, 450 (2000), 1, pp. 88-97

Laborie, J.-M., et al., Monte Carlo Calculation of the
Efficiency Calibration Curve and Coincidence-Sum-
ming Corrections in Low-Level Gamma-Ray Spec-
trometry Using Well-Type HPGe Detectors, Appl.
Radiat. Isot., 53 (2000), 1-2, pp. 57-62

Kamboj, S., Kahn, B., Use of Monte Carlo Simulation
to Examine Gamma-Ray Interactions in Germanium
Detectors, Radiat. Meas., 37 (2003), 1, pp. 1-8
Hurtado, S., et al., GEANT4 Code for Simulation of a
Germanium Gamma-Ray Detector and its Applica-
tion to Efficiency Calibration, Nucl. Instr. And Meth.
A, 518 (2004), 3, pp. 764-774

El-Gammal, W., et al., Verifcation of Nuclear Fuel
Plates by a Developed Non-Destructive Assay
Method, Nucl. Instr. And Meth. A, 553 (2005), 3, pp.
627-638

Arnold, D., Sima, O., Extension of the Efficiency Cali-
bration of Germanium Detectors Using the GESPECOR
Software, Appl. Radiat. Isot, 61 (2004), 2-3, pp.
117-121

Saegusa, J., et al., Determination of Gamma-Ray Ef-
ficiency Curves for Volume Samples by the Combina-
tion of Monte Carlo Simulations and Point Source
Calibration, J. Nucl. Sci. Technol., 37 (2000), 12, pp.
1075-1081

Sokolov, et al., the Development of Waste Assay
Monitors Based on the HPGe Detectors, Nucl Technol
Radiat, 33 (2018), 4, pp. 411-416

Keyser, R. M., Twomey, T. R., Optimization of Pulse
Processing Parameters for HPGe Gamma-Ray Spec-
troscopy Systems Used in Extreme Count Rate Con-
ditions and Wide Count Rate Ranges, J Radioanal.
Nucl. Chem, 296 (2013), 1, pp. 503-508

Gedcke, D. A, et al., A New Method for Counting
Loss Correction with Uncertainty in Gamma Spec-
troscopy Applications, ORTEC, PerkinElmer Instru-
ments, Inc, 801 South Illinois Avenue, Oak Ridge, TN
37831

**%  Canberra Industries, Germanium Detectors,
User's manual, USA, 1995

*#%  Canberra, Detector Specification and Perfor-
mance Data (HPGe Model GLO515R-7905SL-5)
USA, 1996

Gunnink, R., ef al., "MGAU: A New Anal y sis Code
for Measuring U-235 Enrichments in Arbitrary Sam-
ples", UCRL-JC-114713, Livermore, 1994

*#% NBS, Uranium Isotopic Standard Reference Ma-
terial for Gamma Spectrometry Measurements 969,
NBS-111, Gaithersburg, MD 20899, USA, 1985

[34]

***  Eckert & Ziegler, Certified Standard Point
Sources, California-USA, (2007); & Amersham,
Gamma Reference Source Set (The Health Science
Group), USA

Spectrum Techniques, Radioactive material, L. L.C,
Oak Ridge, TN 37830-USA, 2014

**% X-5 Monte Carlo Team, (2003), MCNP — A Gen-
eral Monte-Carlo N-Particle Transport Code, Version
5, LA-UR-03-1987

Schwingenheuer, B., Status and Prospects of Searches
for Neutrinoless Double Beta Decay, Annalen der
Physik, 525 (2013), 4, pp. 269-280

Gilmore, G., Practical Gamma-Ray Spectrometry, 2™
Ed., Hoboken (USA): John Wiley & Sons, Inc., 2008,
pp. 138-141

Jonsson, S., et al., Experimental Validation of Correc-
tions Factors for y-y and y-X Coincidence Summing of
33Ba, "?Eu, and 'Sb in Volume Sources, J
Radioanal. Nucl. Chem, 323 (2020), pp. 465-472

Received on July 29, 2020
Accepted on September 11, 2020



R. A. El-Tayebany, et al.: Optimization of HPGe Detector Response Using Fast ...
260 Nuclear Technology & Radiation Protection: Year 2020, Vol. 35, No. 3, pp. 253-260

Pama Amua EJI-TAJEBAHU, Moxamen Xeavu XA3A,
Camex Exncajen ITABAH, Xekmatr Moxamen EJI BETABU

OIITUMU3ALINIJIA OA3UBA HPGe JETEKTOPA KOPUIIKREILEM
BP3E U NNOY3OAHE METOJE

CHCTeM CHTYPHOCHE 3allITHTE ca BACOKOM IOCTOjaHoIhy U ehrKacHOIThy MOpa ia cajipKu CKYIl
Mepa ca 0COOMHaMa 3a/j0BoJbaBajyhnM 3a BepuuKalumjy HyKJI€apHUX MaTepujaga. ¥ OBOM pajyy mpej-
CTaBibajy ce KIbYUHH MapaMeTpu Meperma JETEKTOpa MOJENOBAHOT Y KOMEPIHjaTHOM 71-THITY
HHCKOCHEPTEeTCKOT TePMaHHjyMCKOT IETEKTOPa PABHOT KPHCTANIa ca pellaTHBHOM eprKacHomhy ofi CKopo
15 %. Ontnvusanuja neTeKTOpa MMa 3HauajHy (YHKUU]Y y Mepery HYKIeapHUX MaTepHjana mpi
6e36enHoj mpuMeHn. CTaHjap/iHU HYKJIeapHI MaTepHjasi ca pa3HOBPCHUM oborahemeM, OCHpoMalIeHIM
1 ci1aGo o6orahennm ypanujymom u taukactum uzsopuma (13'Cs, ©°Co) n Memanu paguoak THBHE H3BOP ca
uzotonuma eyporujyma (P?Eu, P*Eu, u Eu), 6unu cy KopuirheHn 3a HCTpakKMBambe €HEPreTcKe
pesonynyje u epuKacHOCTH leTeKTopa. EHepreTcKka pe3onylja MepeHa je y IMPOKOM OIICETY BpeMeHa
pacra W 3apaBmeHa Ha BpXy. Ilopen ekcmepuMeHTanHor paga, MonTe Kapno cuMynanuoHu Kop
kopultheH je 3a MOfielIoBakhe KOH(Urypalyje nojelaBambeM Kako O ce JoOuI1a alcoayTHA €(pUKaCHOCT
IIPY Pa3TMIATIM eHeprujaMa. Y Mepery e(pMKacHOCTH IETEKTOPa MPUMER-¢Ha je Op3a 1 Ioy3/laHa METOJIA.
IMopanu cy pasMaTpaHu U TYMayeHH.

Kmwyune peuu: HPGe Oettiekitiop, Upoyecyuparbe OUZUIIAAHOZ CUZHAAA, ZAMA 3PAK, HeOeCTupYKIUUBHA
exHuKa pesoayuuje




